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a b s t r a c t

Mixing and transport of terrestrially derived solutes and particulates in littoral regions depend heavily on
the characteristics of flow instability. The criteria for radiation-induced instability to occur and the scope
of the unstable region in near shore waters were revealed in our previously reported scaling analysis. In
the present paper, the characteristics of instability of radiation-induced natural convection in shallow
littoral regions are considered. Spectral analysis is conducted to reveal the frequency modes and the
power of instability at various positions for different Rayleigh numbers. Results indicate that harmonic
frequency modes are present at relatively low Rayleigh numbers. Both the power of instability and the
prominence of higher frequency modes increase with offshore distance and the Rayleigh number for the
considered shallow region. For a given offshore distance, the frequency modes of instability are the same
over the local depth, but the prominence of higher frequency modes increases with depth. It is found that
the scaling relation for the stable convection region specified in the previous investigation is also
applicable to the time-averaged mean flow in the unstable region.

� 2009 Elsevier Masson SAS. All rights reserved.
1. Introduction

The environmental effect of terrestrially derived solutes and
particulates on the water quality in littoral regions has received
considerable attention. The water body is self-resilient to some
extent due to exchanges and mixing generated by various natural
mechanisms, such as wind generated currents and waves [1],
which help to reduce the residence time and the concentration of
potential pollutants. Physical processes in littoral regions have been
reported comprehensively in reviews in the context of physical
limnology [2–4].

For littoral regions under relatively calm conditions, another
natural mechanism becomes prominent in refreshing the water
and is a subject of increasing recent interest; that is, the transport
by convective circulations resulting from a spatial variation of the
temperature field. Vertically, an adverse temperature gradient may
result in thermal plumes that promote vertical transport, which is
well known as Rayleigh–Bénard convection. Horizontally, a hori-
zontal temperature gradient leads to a pressure gradient that drives
a circulation, which is often referred to as a ‘‘thermal siphon’’, the
significance of which in refreshing water has been demonstrated by
field experiments [5–7]. It is revealed that the ‘‘thermal siphon’’ is
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a predominant mechanism driving the cross-shore circulation in
relatively calm near-shore regions with limited wind-driven and
tidal circulation. The ‘‘thermal siphon’’ has important biological and
environmental implications, linking the coastal ecosystem with the
adjacent ocean by transporting phytoplankton and other sus-
pended matter [8,9], and affecting the eutrophication of reservoirs
and lakes by exchanges of nutrients such as phosphorus, oxygen
and other substances between the near-shore and the open water
[10–12].

One intrinsic factor that induces a horizontal temperature
gradient is the near shore geometry. As the depth of water increases
in the offshore direction, the near shore geometry may be charac-
terized by a triangular domain with a horizontal surface and
a sloping bottom. A simple model has been proposed to explain the
natural convection process [7,13,14]: an approximately equal
amount of heating or cooling is uniformly distributed over a varying
depth of water as the offshore distance varies, and thus the water at
any given location becomes either hotter or cooler than its hori-
zontal neighboring region, resulting in a horizontal temperature
gradient that drives a circulation.

The simple model described above facilitates general under-
standing of the mechanism, but is insufficient to closely represent
the reality in that it assumes a uniform distribution of thermal
energy over the local depth. From a more physically realistic
perspective, during daytime heating the water body absorbs solar
radiation in an exponentially decaying manner with water depth
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Nomenclature

A bottom slope
Cp specific heat, J/(kg �C)
f2(x) local critical function for instability
g acceleration due to gravity, m/s2

h the maximum water depth, m
H(x) non-dimensional horizontal heat transfer rate
H0 heating intensity at the surface (¼I0/(rCp)), m �C/s
I, I0 radiation intensity at a given water depth and water

surface, W/m2

k thermal diffusivity, m2/sbn coordinate normal to the bottom, m
p pressure, Pa
Pr Prandtl number (¼ n=k)
Q(x) non-dimensional flow rate
Ra global Rayleigh number (¼ gbH0h4=ðnk2Þ)
Rac critical Rayleigh number (¼Racð0

� Þ=cos q)

Racð0
� Þ critical Rayleigh number for horizontal fluid layers

(z1101)
S internal heating source, �C/s
tB onset time of instability, s
T local temperature, �C
T0 average temperature, �C
T1 temperature difference (¼T � T0) �C
u velocity component in x-direction, m/s
v velocity component in y-direction, m/s
x coordinate in horizontal direction, m
x0 dividing position between stable and unstable region, m
y coordinate in vertical direction, m

Greeks
b coefficient of thermal expansion, 1/�C
h bulk attenuation coefficient for water, 1/m
n kinematic viscosity, m2/s
r0 density, kg/m3

q inclination angle of the thermal layer, �
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following Beer’s law. Typically, the penetration depth of solar
radiation is about 1–2 m in natural water bodies. Therefore, for the
offshore region deeper than the penetration depth of solar radia-
tion, the water body is stably stratified. For the shallow region near
the shore, the residual radiation reaching the bottom slope is
assumed to be absorbed by the bottom and the absorbed energy is
re-emitted as a bottom heat flux [15–17]. Therefore, the bottom
heat flux increases toward the shore, resulting in a horizontal
temperature gradient that drives a flow up the bottom slope and
outwards near the surface. In addition, the adverse temperature
gradient near the bottom slope is a potential source for a Rayleigh–
Bénard type instability, resulting in rising thermal plumes, which
enhance direct vertical transport. The rising thermal plumes have
been visualized using a shadowgraph technique in the laboratory
experiments of Lei and Patterson [18]. Under natural conditions
where the thermal forcing is varying smoothly over diurnal cycles,
the existence of thermal plumes due to daytime heating by radia-
tion has been demonstrated in the numerical simulation of Lei and
Patterson [19].

The scaling analysis by Lei and Patterson [16] provides an
overall description of flow states at different parametric settings.
Subsequently, an improved scaling analysis of this problem by
Mao et al. [17] has revealed the variation of flow properties with
offshore distance, which was verified by numerical simulations.
It is reported by Mao et al. [17] that, for relatively large bottom
slopes and sufficiently high Rayleigh numbers, the entire flow
domain can be divided into three sub-domains, with the domi-
nant mode of horizontal heat transfer changing from conduction
into stable convection and finally into unstable convection as
offshore distance increases. Detailed scaling was provided for the
properties of the thermal flow in the conduction and convection
dominated regions respectively with offshore distance included
as a variable. The scaling in [17] revealed the extent of the
unstable region and the occurrence time for instability at varying
offshore distances. Although revealing further stability proper-
ties of the unstable region was beyond the capability of the
scaling described above, inspired by the scaling, it is expected
that the power spectrum of the time series of flow properties
may vary with offshore distance as well, which will provide
insight into the variation of mixing and transport with offshore
distance.
Linear stability analysis is often performed to reveal the critical
condition for instability to occur and the critical wave-number at
the onset of the instability. Assuming longitudinal rolls as the form
of instability, Farrow and Patterson [20] conducted a linear stability
analysis of an asymptotic base flow with the bottom slope
approaching zero, in which the critical Rayleigh number for insta-
bility was derived as a function of the offshore distance. The critical
Rayleigh number function of Farrow and Patterson [20] is in qual-
itative agreement with the scaling results of Mao et al. [17].
However, the linear stability analysis is unable to characterize the
instability properties at a more developed stage of the flow
development. As the base flow and the flow instability develop
with time, the effect of non-linearity becomes increasingly signif-
icant and thus cannot be ignored. In fact, the 3-D numerical
simulation results of Lei and Patterson [21] reveal that the form of
instability evolves with time as the flow develops and is more
complicated than simple longitudinal rolls.

For the unstable regime, the flow development can be classified
into three stages: initial, transitional and quasi-steady [16,17]. The
stability properties of the flow in the initial and early-transitional
stages were investigated by Lei and Patterson [21] using direct
stability analysis based on 3-D numerical simulations, which
revealed the variation of certain instability properties (the onset
time of instability, the transverse wave number and the growth rate
of instability) with offshore distance. The variation of the onset
time of instability with offshore distance revealed by the direct
stability analysis was in agreement with the scaling analysis by Mao
et al. [17]. However, the direct stability analysis by Lei and Patterson
[21] focused only on the stability properties of the flow at the initial
and early-transitional stage but not the stability properties at the
quasi-steady state. Spectral analysis of the time series during the
quasi-steady state indicates that the frequency modes of the fluc-
tuations and their respective power remain approximately constant
as briefly described in Mao et al. [17].

In this paper, in order to reveal the detailed stability properties
of the radiation-induced natural convection at quasi-steady state,
spectral analysis is conducted over a period corresponding to the
quasi-steady state. Inspired by the above literature, it is expected
that the spectrum may vary with offshore distance, and thus
spectral analysis is conducted at various offshore distances for the
quasi-steady state flow.
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It is reported that for the case of an inclined cavity or an infinite
inclined heated wall of a small slope, longitudinal rolls are the
preferred mode of instability [22–24]. However, for the present
configuration of a triangular domain with a non-uniformly heated
sloping bottom, both the 3-D simulation [21] and the laboratory
experiment [18] indicate that for Ra w106, instabilities are present
at the quasi-steady state in the form of thermal plumes, involving
a transverse wave number. Here we focus on the qualitative vari-
ation of spectral properties with offshore distance, the direction of
which is included in the 2-D model. Therefore, the adopted 2-D
model is adequate for the purpose of the present investigation.
Comparisons between the 2-D and 3-D simulation results suggest
that the 2-D results are representative of the longitudinal profile of
the 3-D results at all stages of the flow development [25].

The purpose of the present investigation is to reveal the char-
acteristics of instability in the transitional flow regime, providing
some insight into the transition from laminar to turbulent flows,
and thus turbulence modeling is outside the scope of this paper.
The numerical simulation conducted in this paper adopts
a constant molecular viscosity for water, and the Rayleigh numbers
are limited to the order of 106w107, approaching the transition
from laminar to turbulent flow. In addition, the present investiga-
tion considers the near-shore shallow water region where the
maximum water depth is less than the penetration depth of radi-
ation (h < 1=h), which is about 1–2 m in natural water bodies. In
this case, the effect of the bottom heat flux resulting from the
absorption of radiation by the sloping bottom is strong. Further
offshore, as the water depth increases, the radiation reaching the
sloping bottom gradually becomes negligible.
2. Model formulation

The daytime circulation near the shore is modelled with
a wedge with a bottom slope of A and a maximum water depth of h
(Fig. 1). With the Boussinesq assumption, the Navier–Stokes and
energy equations governing the flow and temperature evolution
within the wedge are written as:

vu
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þ vy

vy
¼ 0 (1)

vu
vt
þ u

vu
vx
þ y

vu
vy
¼ � 1

r0

vp
vx
þ vV2u (2)
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vt
þ u

vy

vx
þ y

vy

vy
¼ � 1

r0
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vy
þ vV2yþ gbðT � T0Þ (3)
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vy
¼ kV2T þ S (4)

The radiation intensity at a particular wavelength decreases
with the water depth according to Beer’s law [26]:
0

 y

 y =-Ax

x

 h

Fig. 1. Geometry of the flow domain.
I ¼ I0ehy y � 0 (5)

The absorption of radiation is often assumed to be characterized
by a single attenuation coefficient in most limnological applications
to simplify the problem, and this assumption is also adopted here.
Therefore, the source term in Eq. (4) is given by:

S ¼ H0hehy � Ax � y � 0 (6)

In the present model, a rigid non-slip boundary condition is
assumed for the bottom slope (u ¼ y ¼ 0) and the deep-end wall,
and the water surface is assumed to be stress free (vu=vy ¼ 0 and
y ¼ 0). An adiabatic temperature condition is assumed for the
water surface and the end wall. It is assumed that the bottom slope
absorbs the radiation energy reaching the slope and re-emits the
absorbed energy as a bottom heat flux:

vT
vbn ¼ �1

k
H0e�Ahx (7)

The temperature of the water body increases through both
direct absorption of radiation and the bottom heat flux. The former
thermal forcing results in a stable stratification of water body, and
thus no flow is generated through this mechanism. On the contrary,
a thermal boundary layer adjacent to the bottom slope is generated
through the latter mechanism, and within this boundary layer,
a horizontal temperature gradient drives the water up the slope. In
addition, an adverse vertical temperature gradient is present near
the bottom slope, which is a potential source for thermal instability.
3. Extent of the unstable region

To investigate the characteristics of flow instability, it is essential
to ascertain the extent of the unstable region. Mao et al. [17] have
provided and verified the scaling for the extent of distinct regions
dominated by different modes of heat transfer: conduction, stable
convection and unstable convection. Results that involve the
criteria for instability and the extent of instability, which are directly
relevant to the present investigation, are briefly summarised below.

For any local horizontal position x, a critical Rayleigh number
function for instability to occur is derived in [17] as

f2ðxÞwRa3
c ðh=xÞ4eAhx; (8)

where Rac can be approximated by [27]:

Rac ¼ Rac

�
0
�
�
=cos q; (9)

For shallow waters where h < 4=h, f2ðxÞ decreases mono-
tonically in the offshore direction. Instability occurs if

f2ðxÞ < Ra; (10)

From (8) and (10), it follows that instability occurs if

Ra > f2ðxÞminwRa3
c A4ehh; (11)

The function f2ðxÞ becomes infinite as x / 0, indicating that
there is always a stable region near shore.

As revealed by Mao et al. [17], in the unstable flow regime, the
dominant mode of horizontal heat transfer changes from conduction
to stable convection and finally to unstable convection as the offshore
distance increases. The position x0 that divides the unstable region
offshore from the stable region near shore is determined from

f2ðx0ÞwRa (12)

Given the complex nature of the f2(x) function (refer to (8)), no
explicit form of x0 can be obtained from (12). However, x0 can be
easily determined numerically from (12).
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The time for instability to set in is scaled in [17] as:

tBw

�
Rac

Ra

�1=2h2

k
e

Ahx

2 (13)

With the guidance of the above scales, the following sections
will focus on the characteristics of instability within the unstable
region at quasi-steady state for shallow waters with relatively large
bottom slopes (A> Rac

�1/2) as classified in [17], in particular, the
variation of spectral properties with horizontal position x and the
Rayleigh number.

4. Numerical procedures

In the numerical simulations, an end-wall is assumed at the
deep end so that the calculations can be carried out within a finite
domain. The end-wall results in an abrupt change in the boundary
condition and a return flow which will affect the stability property
near the end-wall. Therefore, subsequent discussion will focus on
the region relatively far from the end-wall to avoid its effect.
Furthermore, the adoption of a rigid wall at the deep end indicates
that the cross-shore exchange flow at the position of the endwall is
not considered here.

With a constant radiation being applied at the water surface and
no heat loss through any boundaries, the temperature of the water
body will continue rising. In this sense, there is no steady or quasi-
steady state with respect to temperature. However, a quasi-steady
state will be reached with respect to the flow velocity and temper-
ature gradient. At the quasi-steady state, the temperature increases
at the same rate everywhere, and thus the difference between the
local temperature and the average temperature becomes steady.

As noted in [16], the average temperature of the flow can be
derived from the energy entering into the water body and the
energy absorbed by the water body.

T0 ¼
2H0

h
t (14)

The equation governing the variation of the temperature
difference T1 between the local temperature T and the average
temperature T0 can be derived from equation (4) as:

vT1
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þ u

vT1

vx
þ v

vT1
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¼ kV2T1 þ H0

�
hehy � 2

h

�
; (15)

Replacing equation (4) with equation (15) results in a new set of
equations for T1. Thus, the problem of constantly increasing
temperature T is converted to a quasi-steady problem for T1. In the
unstable flow regime, at quasi-steady state, the time series of T1 and
other flow properties fluctuates around a certain constant value.
The thermal boundary conditions for T also apply to T1 since only
temperature gradients are involved in these conditions. The non-
dimensional form for the new set of governing equations is written
as:
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vy
¼ V2T1 þ ðhehy � 2Þ: (19)
In Equations (16)–(19) and hereafter, all the quantities are non-
dimensional which have been normalized with the following
scales: the length scale x, y, 1=h w h; the time scale; t w h2=k; the
temperature scale T1 w H0h=k; the velocity scale: u; vwk=h; and the
pressure gradient scale: px; pywr0gbH0h=k.

The non-dimensional form of the governing equations (16)–(19)
along with the specified boundary and initial conditions are solved
numerically using a finite volume method. The SIMPLE scheme
is adopted for pressure-velocity coupling; and the QUICK scheme is
applied for spatial derivatives. A second-order implicit scheme is
applied for time discretization in calculating the transient flow.

The simulation is conducted in a triangular domain of a dimen-
sionless depth of h¼ 1, a length of x¼ 10 and a bottom slope of
A¼ 0.1, with a non-dimensional attenuation coefficient of h ¼ 0:12
and a Prandtl number of Pr ¼ 7. In order to avoid a singularity at
the tip, the tip is cut off at x¼ 0.2, and an extra non-slip and
adiabatic vertical wall is assumed there. The cut region accounts for
only 0.04% of the full domain, and thus no significant modification
to the flow is anticipated.

For the spectral analysis of the numerical results, in addition to
the flow properties at discrete locations, two integral parameters of
practical significance have been calculated from the simulation
results: the average volumetric flow rate QðxÞ over the depth which
characterizes the strength of the flow at a horizontal position x, and
the average horizontal convection rate HðxÞ over the depth which
characterizes the strength of horizontal heat transfer at the hori-
zontal position x. These two quantities are calculated as

QðxÞ ¼ 1
2Ax

Z0

�Ax

��u��dy; (20)

HðxÞ ¼ 1
Ax

Z0

�Ax

uT1dy; (21)

where QðxÞ is normalized by k=h and H(x) is normalized by I0.
5. Results and discussions

From scale (11), it follows that for the current parametric
settings, the Rayleigh number needs to be larger than w1.5�105

in order for instability to occur. In this study, we consider Ray-
leigh numbers in the range of 1.4�106 to 1.4�107 for the
unstable cases. A mesh and time step dependency test has been
conducted for Ra¼ 1.4�107 with three different meshes, 211�71,
315�105 and 421�141. The time steps for different meshes are
adjusted accordingly so that the CFL (Courant–Freidrich–Lewy)
number remains approximately the same for all the meshes. Since
the spectra at different positions are the focus of this paper, the
influence of mesh resolution on the spectrum of the vertical
velocity v at x¼ 4.0, y¼�0.3 is examined. Fig. 2 shows the
spectra of the vertical velocity over a dimensionless time period
of 0.1 at the quasi-steady state obtained with different meshes. In
Fig. 2 and all subsequent spectral figures, the frequency has been
normalized by k=h2. The spectrum variation among different
meshes suggests that the spectrum is sensitive to the density of
the mesh, which is in fact one of the features of the transition
from laminar to turbulent flow. Higher frequencies are more
prominent in denser grids. However, the numerical results pre-
sented in Table 1 suggest that the numerically predicted values of
major stability properties are converging as the mesh density
increases. Furthermore, the Rayleigh number tested here is the
highest among all the calculated cases; the effect of the grid



Fig. 2. Spectra of the time series of the vertical velocity v at x¼ 4.0, y¼�0.3 for
Ra¼ 1.4�107 from different meshes.
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resolution on the solution is expected to be less significant for
other cases with lower Ra. In order to ensure the accuracy of the
solutions, the grid 421�141 is used in all the following simula-
tions. For the chosen mesh, the minimum face area is 0.0024; the
maximum is 0.5125; and the maximum stretch factor is 1.07. The
time step adopted for this mesh is 2.0�10�5, giving a maximum
CFL number of 1.02 for the present Rayleigh number.

5.1. Spatial pattern of instability

For investigating instability, contours such as streamlines or
isotherms reveal the spatial pattern of instability, such as the
wavelength and the relative power of fluctuation in a spatial
perspective, whereas analysis of temporal data for any given posi-
tion reveals the dominant frequencies and power of the corre-
sponding modes of instability in a temporal perspective. A
combined analysis of both temporal records and spatial features
provides a deeper insight into the nature of instability. Fig. 3 shows
the spatial features of the thermal flow over the entire domain at
a particular time of the quasi-steady state for a typical Rayleigh
number (2.1�106) in the unstable regime. The anticlockwise flow
near the deep end of the domain (Fig. 3a) is caused by an end-effect
of the vertical wall. The extents of the wavy features in the
streamlines (Fig. 3a), the isotherms (Fig. 3b) and the horizontal heat
transfer rate (Fig. 3c) correspond well. Both the streamlines and
isotherms suggest that over a large offshore region, thermal plumes
rise up from the bottom boundary layer. It is also clear that these
plumes do not penetrate all the way through to the top surface and
they are more pronounced in the far offshore region, indicating
increasing power of instability in offshore direction. These
Table 1
Spectral and statistical properties of the vertical velocity v at x¼ 4.0, y¼�0.3 for
different grids.

1. 2. 3. Variation 1 & 2 Variation 2 & 3
211� 71 315� 105 421� 141

fd 410.8 461.1 475.7 11.5% 3.1%
Pd 2.5� 105 4.2� 105 5.0� 105 50.8% 17.4%
Std 52.3 58.8 60.7 11.7% 3.2%
Mean 23.6 22.9 22.5 3.0% 1.8%

Note: ‘fd’ denotes the most dominant frequency, ‘Pd’ denotes the power of the most
dominant frequency. ‘‘std’’ denotes the standard deviation of the time series at
quasi-steady sate. ‘‘mean’’ demotes the vertical velocity v averaged over the time
series during quasi-steady state.
qualitative features revealed by the temperature and flow struc-
tures will be further investigated quantitatively using the time
series of thermal properties.

5.2. Identification of the quasi-steady state

To investigate the stability at the quasi-steady state, the period
of time corresponding to the quasi-steady state needs to be iden-
tified by analysing the time series of flow properties. Fig. 4 shows
the time series of the horizontal velocity at the point x¼ 4.33 and
y¼ 0.4, which is near the bottom slope. The entire range of the time
series is shown in logarithmic and linear time scales in Fig. 4(a) and
(b) respectively, with the different stages of the flow development
roughly identified. It is seen in Fig. 4 that the magnitude of flow
velocity increases smoothly during the stable development stage.
Once instability sets in, the flow velocity begins to fluctuate with
time, indicating the start of the transitional stage. The character-
istics of the fluctuation vary throughout the transitional stage. At
the early transitional stage, the fluctuation is irregular and varies
largely in magnitude. From the early transitional stage to the
middle transitional stage, the magnitude of fluctuation gradually
decreases and the fluctuation is superimposed on a more stable
value. In the late transitional stage, the fluctuation becomes more
regular and the magnitude is smaller than that in the middle
transitional stage. As shown in Fig. 4(c), the dominant frequency
mode shifts toward the higher end of the spectrum as the flow
develops with time. Finally, the flow reaches the quasi-steady state
which is characterized by regular fluctuations with fixed dominant
frequencies, as shown in Fig. 4(d). Analysis of other flow properties,
e.g. the vertical velocity and temperature, shows the same
sequences of flow development. With the quasi-steady state
identified in the time series, the spectral analysis in the following
sections is conducted based on the quasi-steady section of the time
series.

5.3. Spectral variation with water depth

Before investigating the spectral variation with the offshore
distance, it is interesting to reveal the spectral variation with local
depth at a given horizontal position. For this purpose, spectral
analysis is conducted based on flow properties at different local
depths for a given horizontal position.

As shown in Fig. 3, thermal plumes are rising up from the
bottom, and thus the vertical velocity is expected to be sensitive to
the rising plumes. For a given Rayleigh number and a horizontal
position x, spectral analysis is conducted on the time series of the
vertical velocity for different vertical positions. Two exemplary sets
of spectra for two different Rayleigh numbers are shown in Fig. 5(a)
and (c) respectively. It is clear in these figures that, although the
power of fluctuation varies with the depth, the major frequency
modes of the vertical velocity are the same for different depths.
Spectral analysis on other flow properties, such as temperature and
horizontal velocity suggests the same trend. Therefore, it is
expected that the frequency modes of integrated flow properties
over the local depth, such as H(x) and Q(x) defined in (22) and (23),
are representative of the frequency modes for different depths at
the horizontal position x.

To reveal the variation of the dominancy of different frequency
modes with water depth, the spectrum obtained at a given water
depth is normalized by the maximum power of the respective
spectrum. Similar treatment to the spectra is done for a number of
water depths at a given horizontal position, and a frequency mode
map is then constructed from these normalized spectra over
different water depths. These are shown for two different Rayleigh
numbers in Fig. 5(b) and (d) respectively. As shown in the legend,



Fig. 3. Spatial Features of instability at Ra¼ 2.1�106 (a) streamlines with an interval of 3.5; dashed lines indicate clockwise flow and solid lines indicate anti clockwise flow (b)
temperature contours with an interval of 0.028; the extent of the enlarged view is up to x¼ 2.35 with a contour interval of 0.070 (c) the horizontal convective, conductive and total
heat transfer rates averaged over the local water depth.
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for a given water depth, corresponding to the colour change from
blue to red, the power of the spectra varies from ‘zero’ to the
maximum value at the respective depth, which becomes ‘one’ after
normalization. For reference, the maximum power as a function of
water depth is plotted beneath each of the spectral plots. Although
the basic frequency modes are the same for different depths, the
Fig. 4. Time series of horizontal flow velocity at the position of (4.33, 0.4) and spectra of diff
with a logarithmic time scale. (c) Spectra before quasi-steady state. (d) Spectra during the
dominancy of each mode varies with water depth. Both Fig. 5(b)
and (d) suggest that, as water depth increases, the dominant
frequency mode shifts from low to higher frequencies. It is also
interesting that, the maximum power, which represents the power
of the most dominant frequency mode, first increases and then
decreases with the water depth.
erent sections of the time series. (a) Time series with a linear time scale. (b) Time series
quasi-steady state.



Fig. 5. Spectra of vertical velocity at various depths. (a) Spectra at various depths along the line of x¼ 3.33 for Ra¼ 2.1�106. (b) Normalized spectra along x¼ 3.33 for Ra¼ 2.1�106.
(c) Spectra at various depths along the line of x¼ 4.17 for Ra¼ 3.5�106. (d) Normalized spectra along x¼ 4.17 for Ra¼ 3.5�106.
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To illustrate the variation of the power of velocity fluctuation
with water depth, the standard deviations of the time series of the
vertical velocity, which are indicative of the intensity of instability,
are plotted for different water depths in Fig. 6(a) and (b) for the two
different Rayleigh number cases shown in Fig. 5 respectively. It is
clear that from the water surface downwards, the intensity of the
instability increases until reaching a maximum at a position close
to the bottom, and then decreases with increasing depth, which is
consistent with the variation of the maximum spectral power
shown in Fig. 5(b) and (d). In the course of thermal plume devel-
opment, the adverse temperature gradient in the thermal layer
above the bottom slope motivates the formation of the plume,
whereas fluid viscosity and stable stratification in the upper region
tend to suppress its development. The power of the flow instability
is dependent upon the balance among these different forces. As will
be confirmed in Section 5.5, the position with the strongest power
of instability is near the bottom slope, representing a region of
active vertical mixing.

Comparison between the spectra of Fig. 5(a) and (c) suggests
that the characteristics of the two sets of spectra are different:
Fig. 5(a) shows harmonic modes of frequency, whereas the
frequency bands in Fig. 5(c) are connected with each other and are
not harmonic, indicating the trend of transition to turbulence as the
Rayleigh number increases.
Fig. 6. Standard deviation of the time series of the vertical velocity during the quasi-
steady state at various water depths: (a) x¼ 3.33 for Ra¼ 2.1�106. (b) x¼ 4.17 for
Ra¼ 3.5�106.
5.4. Spectral variation with offshore distance

Time series of the horizontal convection rate H(x) averaged over
the local depth are plotted in Fig. 7(a) and (b) for Ra¼ 2.1�106 at
x¼ 3.33 and 4.17 respectively. Comparison between Fig. 7(a) and (b)
suggests that the amplitude of the fluctuation increases with x,
indicating an increasing intensity of instability with the offshore
distance. The increase of the intensity of instability with offshore
distance can also be observed in the experimental results of Lei and
Patterson (2002) in the region away from the end-wall bycomparing
the amplitude of fluctuations of the temperature time series at
x¼ 150 mm and x¼ 250 mm.



Fig. 7. Time series of the horizontal convection averaged over the local depth for Ra¼ 2.1�106 (a) x¼ 3.33 (b) x¼ 4.17. The lower plots of (a) and (b) are the zoomed views of the
time series at the quasi-steady state.

Fig. 8. The spectra of time series of horizontal convection H(x) at the quasi-steady state at x¼ 3.33 (left) and x¼ 4.17 (right) for different Rayleigh numbers. (a) Ra¼ 1.4�106

(b) Ra¼ 2.1�106 (c) Ra¼ 3.5�106.
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Fig. 9. Spectra of horizontal convection H(x) normalized by the maximum power of each x position for different Rayleigh numbers. (a) Ra¼ 1.4�106 (b) Ra¼ 2.1�106

(c) Ra¼ 3.5�106 (d) Ra¼ 1.4�107.
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The variation of the frequency modes and the power of the
corresponding modes with offshore distance would be revealed by
spectral analysis of the time series. Fig. 8 shows the results of
spectral analysis of the time series of H(x) over a dimensionless
time period of 0.1 at the quasi-steady state obtained at two
different horizontal positions x¼ 3.33 and 4.17 and for three Ray-
leigh numbers of Ra¼ 1.4�106, 2.1�106 and 3.5�106 respectively.

Comparison between the left and the right figures in Fig. 8
suggests that for a given Rayleigh number, the prominence of high
frequency modes increases with offshore distance and the power of
Fig. 10. Standard deviation of velocity component parallel to the bottom slope along y¼
all frequency modes also increases with the offshore distance. For
Ra¼ 1.4�106 and 2.1�106, the spectra are of distinct harmonic
mode with the lowest frequency of f¼ 80.5. For Ra¼ 3.5�106, the
spectrum becomes more complex with the frequency bands con-
nected with each other, suggesting that the interaction between
different frequency modes becomes stronger as the Rayleigh
number increases. The above analysis suggests that within the
unstable flow regime, there is a transition from harmonic frequency
modes to non-harmonic frequency modes as the Rayleigh number
increases.
�0.1xþ 0.33 for different Rayleigh numbers. (a) Linear scale (b) Logarithmic scale.



Fig. 11. Dividing positions between stable and unstable region predicted by scaling
versus those from numerical simulations.
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Although Fig. 8 reveals interesting spectral variation with the
offshore distance, further investigation is needed so that a full
picture of the spectral variation over a wide range of offshore
distance can be revealed. Since the magnitude of the maximum
spectral power varies significantly with offshore distance, as shown
in Fig. 8, the spectra at various offshore distances are normalized by
the maximum power of the respective spectrum, and a frequency
mode map showing the spectral variation with offshore distance is
generated. This is shown in Fig. 9. For reference, the maximum
power as a function of offshore position is plotted beneath each of
the spectral plots.

It is clear in Fig. 9 that for a given Rayleigh number, as offshore
distance increases, the maximum power increases and the domi-
nant frequency modes shifts in a step way to higher frequencies
except for the end region which is affected by the end-wall. In the
region affected by the end wall, the above described variation of
dominant frequencies with offshore distance does not apply, and
the frequency modes become complicated, which is expected since
both the return flow imposed by the end wall and the abrupt
change in boundary conditions alter the stability property of the
flow near the end wall. A comparison of the spectra for different
Rayleigh numbers in Fig. 9 suggests that as the Rayleigh number
increases, both the number of frequency modes and the highest
dominant frequency increase. In addition, as the Rayleigh number
increases, the region dominated by high frequency modes, which
are of high maximum power, expands toward the shore, indicating
the expansion of unstable region. A similar trend of spectral vari-
ation is also found for the integrated volumetric flow rate Q(x).

To further reveal the intensity variation of the instability with
offshore distance and the Rayleigh number, the standard deviation
Fig. 12. Standard deviation of vertical velocity over the
of the velocity component parallel to the bottom slope is shown in
Fig. 10 on both linear and logarithmic scales. It is clear that except
for the region affected by the end wall, the intensity of instability
increases with offshore distance, which is in agreement with the
trend of increasing strength of the plumes with offshore distance
observed from the spatial patterns of isotherms and streamlines in
Fig. 3. A comparison of the standard deviation for Ra¼ 2.1�106 in
Fig. 10(a) with the spatial patterns in Fig. 3 indicates that the
horizontal position where the standard deviation starts to increase
noticeably with offshore distance corresponds to the position
where the wavy feature becomes evident in the spatial pattern. The
same feature is found for other Rayleigh numbers. Therefore, the
analysis from the temporal and the spatial perspectives agree well
with each other. In addition, Fig. 10 suggests that as the Rayleigh
number increases, the region with intensive instability extends
further toward the shore.

The positions where the standard deviation of horizontal
convection starts to exceed a certain threshold were obtained in the
previous investigation [17]. This position approximately represents
the boundary between the stable and unstable regions and was
plotted against the scaling prediction in [17]. Good linear correla-
tion between the numerical data and the scaling prediction
confirmed the scaling prediction of the dividing position between
the stable and the unstable region. Here, a similar approach is taken
to determine the dividing positions between the stable and
unstable regions based on the standard deviation of the time series
of the velocity component shown in Fig. 10, and the numerical
results are plotted against the scaling prediction in Fig. 11. It is
worth noting that the dividing positions obtained from the present
numerical simulations are consistently smaller than those reported
in [17]. This is caused by different thresholds for different flow
properties adopted in determining the presence of instability
between the present investigation and the previous one [17].
Despite the slight variation of the reported dividing positions from
the previous study, a similar good linear correlation is observed in
Fig. 11 between the numerical results and the scaling prediction,
which again confirms the previous scaling.

5.5. Power of instability over the entire domain

Having revealed the characteristics of the frequency modes of
instability, the above sections have also shed some light on the
variation of the power of instability with depth and offshore
distance separately. For a more detailed panorama, Fig. 12 shows
the contour of the standard deviation of the vertical velocity over
the entire flow domain, which characterizes the strength of
thermal plumes.

The variation of the strength of the flow instability with the
Rayleigh number is revealed through a comparison between
Fig. 12(a) and (b). It is clear that both the strength and horizontal
extent of instability increase with the Rayleigh number. A scaling
relation for the horizontal extent of instability is proposed in the
entire domain (a) Ra¼ 1.4�106, (b) Ra¼ 1.4�107.



Fig. 13. (a) Streamlines and (b) isotherms of the mean flow at quasi-steady state for Ra¼ 2.1�106.
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previous investigation [17] and validated both in [17] and in the
above section using different flow properties. Fig. 12 demonstrates
that, for a given Rayleigh number, the strength of the thermal
plumes decreases toward the shore, whereas it first increases and
then decreases from bottom up. A boundary layer adjacent to the
bottom slope with a very low power of instability can be clearly
identified, and the thickness of this layer decreases with the
increasing Rayleigh number. For relatively low Rayleigh numbers as
shown in Fig. 12(a), thermal plumes are not sufficiently strong to
break up the stable stratification in a layer underneath the water
surface formed due to direct absorption of radiation, whereas for
relatively high Rayleigh numbers such as the case shown in
Fig. 12(b), thermal plumes reach positions closer to the water
surface, indicating that thermal plumes plays a significant role in
the vertical transport of nutrients and pollutants at relatively high
Rayleigh numbers.
5.6. Scaling of the mean flow

The above discussed standard deviation is a measure of a quasi-
steady fluctuating flow associated with flow instability super-
imposed on a time-averaged mean flow. By averaging a time series
of the quasi-steady state flow, the fluctuation of flow properties
caused by the thermal plumes can be smoothed out in the mean
flow, and thus the unstable region becomes spuriously stable and
can be regarded as an extension of the stable convection region.
This is demonstrated in Fig. 13, which plots streamlines and
isotherms of the mean flow averaged over a non-dimensional
period of 0.12 during the quasi-steady state for Ra¼ 2.1�106. By
comparing Fig. 13 with Fig. 3, it is clear that the spatial patterns of
the instability represented by the wavy streamlines and isotherms
in Fig. 3 have been smoothed out in the mean flow, except for
a small region close to the end wall which is subjected to the end
wall effect.
Fig. 14. Maximum horizontal velocity extracted along vertical lines at different horizontal p
region for the last four Rayleigh numbers for which instability occurs) (a) Maximum negat
upper layer. The horizontal positions are extracted at equal intervals within the specified r
The previous study of Mao et al. [17] has proposed and verified
the scaling relations for both the conduction-dominated region
and the region dominated by stable convection, which reveal the
dependency of flow properties on the horizontal position x.
However, the unstable convection region is not covered in the
previous validation. In fact, a time series of any flow property in
the unstable region at the quasi-steady state can be decomposed
into a stable mean component and a regularly fluctuating
component which is caused by the flow instability. It is expected
that the scaling for convection dominated region is also applicable
to the time-averaged mean flow of the unstable region. To vali-
date this, the maximum velocities along vertical lines at different
horizontal positions within the convection-dominated region,
including the stable convection region and the unstable convec-
tion region (for high Rayleigh numbers only), are obtained from
the mean flow and are plotted in Fig. 14 against the non-
dimensional form of the scaling prediction specified by Mao et al.
[17], which is

uwðx=hÞ1=3e�1=3AxhRa1=3 (22)

after normalization by k=h. The data of the first three lower
Rayleigh numbers for the stable-convection-dominated region in
Fig. 14 are taken from the previous study [17]. It is clear that the
scaling obtained for stable-convection-dominated region is also
applicable to the mean flow of the unstable region. In other
words, the mean flow of the unstable region can be regarded as
an extension of the flow of the stable-convection-dominated
region.

As specified in (22), the horizontal velocity of the mean flow
increases with both Ra and the offshore distance x if x< 1=ðAhÞ, i.e.
h< 1=h, and thus the magnitude of horizontal flow exchange
increases along the offshore direction in the near shore shallow
water where h< 1=h. As the strength and frequency of vertical
mixing through thermal plumes also increase in the offshore
ositions within the convection dominated region (extending to the unstable convection
ive horizontal velocity u in the bottom layer (b) Maximum horizontal velocity u in the
ange.
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direction, the above results suggest an increasing dynamism of
both horizontal exchange and vertical mixing of nutrients or
pollutants in the offshore direction in shallow waters.

6. Conclusions

The present paper is a sequential investigation of the scaling
analysis of Mao et al. [17]. For different flow regimes, the previous
analysis has provided detailed scaling for identifying regions with
distinct thermal flow characteristics. For the unstable flow regime,
the entire flow domain is divided into three distinct sub-regions
along the offshore direction: a conduction-dominated region,
a stable-convection-dominated region and an unstable convection
region. The criteria for instability to occur and the extent of
unstable region are revealed in the scaling, which forms the basis of
the present investigation. The previous paper has validated the
scaling for the conduction-dominated region and the stable-
convection-dominated region using numerical data. For unstable
region, the present paper reveals that the mean flow of the unstable
region averaged over the quasi-steady state is scaled the same as
the stable-convection-dominated region, indicating an increasing
time-averaged horizontal exchange in the offshore direction.

From the spatial perspective, the isotherms and streamlines at
the quasi-steady state reveal the spatial patterns of instability as
thermal plumes rising up from the bottom. From the temporal
perspective, characteristics of flow instability at the quasi-steady
state in near shore waters are investigated by the spectral anal-
ysis of the time series of various flow properties, which has
revealed the spectra variation with water depth, offshore distance
and the Rayleigh number. In this way, a detailed picture is
provided for the frequency modes and strength of flow fluctua-
tions over the entire domain.

For a fixed offshore distance, spectral analysis suggests that the
frequency modes are the same at different depths. However, the
dominancy of higher frequency modes increases with water depth.
The strongest power of vertical mixing occurs near the sloping
bottom. In the offshore direction, the strength of fluctuation
increases and higher frequency modes become increasingly
pronounced. As the Rayleigh number increases, the number of
frequency modes, the highest dominant frequency and the strength
of fluctuation increase. Harmonic frequency modes are present for
relatively low Rayleigh numbers. As the Rayleigh number increases,
the interaction between different frequency modes becomes
stronger and the spectrum deviates from harmonic modes.

Stability of the buoyancy driven flow investigated in this paper
belongs to a broad class of stability problem in both nature and
industry. The present investigation sheds light on the characteris-
tics of exchange and mixing induced by the absorption of solar
radiation in near shore waters, which has significant implications
on the transport of terrestrially derived particulates and solutes. In
addition to the increasing time-averaged horizontal exchange
along the offshore direction indicated by the velocity scaling,
results of the present investigation suggest that in shallow waters,
the radiation-induced mixing becomes stronger with increasing
frequencies as the offshore distance and/or the Rayleigh number
increases. As the Rayleigh number increases, the unstable region
extends toward the shore; meanwhile, the thermal plumes pene-
trate closer to the water surface, indicating an increasing dynamism
of vertical mixing.

It is worth noting that the present investigation considers only
the radiation-induced instability in the near-shore shallow water
region (h < 1=h w 1–2 m), where the heat flux resulting from the
absorption of radiation by the sloping bottom is strong. Coupling of
the radiation-induced instability in the shallow region discussed
here with the stable stratification in the far offshore region and
instability generated by other processes, such as wind generated
waves [1] will provide a more comprehensive picture of instability
in near shore waters.
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